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Getting Started 
 
 

1. Request an account from SBEUC-Access@netl.doe.gov . You will receive a 
username and temporary password, as well as a physical USB security key called 
a Yubikey. 

 
2. Download the ML client software from https://ml.netl.doe.gov . 

 
3. Run the client. You will need to insert your Yubikey before you are able to enter your username 

and temporary password. The client will attempt to guess the correct config in the drop-down 
box. You will be asked to change your temporary password on first login. 
 

 

 
 

• Selecting a project from the drop-down box will list all instances (VMs) in that project 
• Clicking on an instance name and the connect button will connect you to that instance 
• Clicking Web Interface will open your browser to the web GUI where you can create and delete 

instances, volumes, networks, shares, and access other management tools. 
• Clicking File Transfer will open the file transfer utility, where you can transfer data between 

your local computer and your home folder on Watt 



 

 

Overview (Usage statistics and summaries) 
 
 
 
 
 
 

 
  
 
 The overview is where you will see usage statistics and resource quotas for your project. 
Resource quotas are set by an administrator on a per-project basis.  
 
 
 
 
 
 
 
 
 
 
 



 

 

Images (Operating Systems) 
 
 
 
 

 
 

 Images are stored, base VM templates. A few basic cloud-aware Linux and Windows 
images have been pre-built and provided by an administrator for public use.  
 
 
 Cloud-aware images have the commands cloud-init and growpart installed. When they 
startup they will be able to retrieve metadata from ML servers, set hostnames based on instance 
name, inject and run custom user code, set passwords and key pairs, and expand the base image 
partition into the instance’s volume. 
 
 
 Users can create and upload their own images. Images can be created in various formats, 
ranging from raw to vdi. Be aware that if cloud-init has not been installed and configured prior 
to saving and uploading the image, the instance launched using that image will not be cloud 
aware and additional manual setup must be done on the instance after it is launched. 
 
 
 
 



 

 

Instances (Virtual Machines) 
 
 
 
 
 

 
 

 The instances tab shows a list of running instances in the project. From here users can: 
 
 

• Launch new instances 

• Delete existing instances 

• Access the instances console 

• Add or remove volumes 

• Add or remove network interfaces 

• Shutdown, restart, pause an instance 

• Create instance snapshots 

 

 

 



 

 

Launching a new instance 
 

• Click “Launch Instance” from the instances screen 

 



 

 

 

 

• In the details tab set an instance name. 

 

• Select a flavor. Flavors are preset templates for hardware configurations. These 

templates are created by an administrator. If there is a configuration that you 

would like that is not listed, you can ask the support staff to create a new flavor for 

you. You can also ask the support staff for more detailed flavor information.  

 

• You can increase the count to launch multiple instances, such as if you are creating 

a cluster. 

 

• Select a source. Use ‘Image’ for an uploaded image. Use ‘Snapshot’ to boot a 

snapshot of an already running instance. 

 

• Select the name of the image or snapshot you wish to boot. 

 

• Click the ‘Access and Security’ tab 

 

 

 



 

 

 

• Set an instance password in the ‘Admin password’ section. This is used to access 

the remote console of the instance, not to log into the operating system. Use a 

unique password, as a system administrator can view this password. This password 

cannot be changed after it is set. If you do not set a password for your instance, a 

random password will be set and you will be unable to access the instance. If this is 

a shared instance, use a password that can be shared among project members. 

 

• If you have more than one network in your project, click the Networking tab and 

select at least one network for the instance to be attached to. If there is only one 

network in your project, that network will already be pre-selected. 

 

• Other customization options are available but are not explained in this document. 

Click Launch to launch the instance. 



 

 

  

 

 

 

• After the image has been launched, it will go through the build stage. It will 

schedule, allocate an IP address, map a block device, and spawn. Block device 

mapping can take some time to complete depending on the size of the image, as the 

image will be decompressed into the newly created volume for the image. 

 

• Once the image has spawned, it is advised to lock the image. Locking the image will 

prevent other project members from shutting down, rebooting, deleting, or 

otherwise altering an instance. Locking the instance can be done from the actions 

menu on the right side of the instance list. 

  

 

 

 

 

 

 



 

 

 

Using an Instance 
 

• In the ML-client, select the project and instance name you wish to access. If you do 

not see the instance listed, click the refresh  button in the top right. 

 

• Remote-viewer will open and you will be 

prompted to enter the instance 

password. This is the password you set 

in the ‘Access and Security’ tab when 

launching the instance. If you do not 

have remote-viewer installed, you will be 

directed on where to download it.  
  

 

• The pre-provided Linux and Windows images will have credentials of root/default and 

Administrator/default respectively.  On first login, the system will prompt to change 

the password. 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

ML Home Folder 
 

• The ML home folder is your home folder on the system login nodes. This can be used 

to store long-term persistent data, as well as to transfer data from within your instance 

to your local computer using the File Transfer window in the ML client. 

 

• For both provided Linux and Windows images, a mount script to mount your ML 

home folder will be on the desktop. You will need to supply your ML username and 

password (same credentials when logging in with the client) 

 

• For shared instances, it is advised to not mount any users ML home folder. Another 

project user could access the instance console at any time and gain access to the 

current session and any mounted folders/drives. A network share is the best way to 

move files in and out of a shared instance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Networks 
 

 

 

 

 The networks tab lists all networks in the project. From here you can create new private 

networks, edit existing networks and subnets, and delete networks.  

 

 

 An administrator will have setup a starting network for your project when the project is 

created. This network will have a virtual router and DHCP server attached, and will serve 

instances with metadata, IP addresses, name servers, and internet access. System users are not 

able to create or attach virtual routers. 

 

 

 

 

 



 

 

Creating a new virtual network 
 

 

 

 

 

• Click create network 

 

• Enter a name for the new network 

 

• Leave admin state and create subnet checked, if you want to create an addressable 

space 

 



 

 

 

 

• Enter a subnet name 

 

• Enter a range of IP addresses in CIDR notation 

 

• IPv4 is most commonly used in ML private networks, but IPv6 can also be used. 

 

• Leave gateway blank. If there will be no gateway, click disable gateway. The 

network pre-created by an admin will have a router/gateway, so additional 

networks usually do not need one. If required, submit a request to have a 

router/gateway attached to your network. 



 

 

 

• Check enable DHCP if you would like instances to automatically receive an IP 

address on this network. 

 

• Enter a comma separated start and end range for DHCP allocation. If a gateway is 

enabled, make sure to exclude it from this range. 

 

• If you have a virtual DNS server setup in your project, you can specify it here. 

Otherwise, if this is just a private network for inter-instance communication, leave 

DNS blank, and click create. 



 

 

Volumes 
 

 

 
 From the volumes screen you can: 

 

• Create volumes 

• Delete volumes 

• Update volume metadata 

• Create volume snapshots 

• Manage volume attachments 

• Upload a volume to the Image Service as an image 

• Transfer an image to another project 

 
  

 

 

 



 

 

Creating a Volume 
 

 

• Enter a volume name, and optionally, a description 

 

• Leave source, type, and zone as default 

 

• Enter a volume size, in GB, and click create volume 



 

 

Attaching a Volume to an Instance 
 

 

• Click the drop down menu on the right hand side of your volume 

 

• Click manage attachments 

 

• Select the Instance you would like to attach the volume to and click ‘Attach  

Volume’ 

 

• Additionally, volumes can be attached and detached from the Instances screen by 

using the drop down menu to the right of an instance 

 

• The volume is now attached to your instance. In linux, use disk manager to format 

and mount the volume. In windows, follow the new hardware prompts. 

 



 

 

Shares 
 

 

 Shares enable you to create virtual file sharing services using a Volume as a backend 

storage mechanism. Before creating a share, a share network must be setup.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Creating a Share Network 
 

 

 

• Enter a name for the share network, and optionally, a description. 

 

• Chose a virtual network for the share network to be attached to. 

 

• Click ‘Create’ to create the share network. 

 

 



 

 

Creating a Share 
 

• On the shares tab, click create share 

 
 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

• Enter a name for the share and optionally, a description.  

 

• Select the protocol to be used for the share. CIFS is recommended and can be 

accessed natively from both Windows and Linux.  

 

• Set a size for the share, in GiB. This will count towards your project’s share size 

quota. 

 

• Select generic for share type, and nova for zone. Leave share group empty.  

 

• Select a share network to use, usually the one you created in the previous section. 

 

•  Click ‘Create’ to create the share. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Share Security 
 

• By default, shares deny access to all. You must explicitly grant access to a share. 

 

• On the shares tab, select manage rules on the actions menu drop-down of the share. 

 

• Click on Add Rule 

 

 

 

 

 

 

 

 

 

 

 

 

• Only IP-based security is supported. 

 

• Choose whether the IP will have read-only or read/write access. 

 

• Enter the IP address of the system to have access. Optionally, you can allow access for 

all instances in the project network by entering the subnet in CIDR format. In the 

example above, this would be 172.16.1.0/24 to allow access to all IPs in the range 

172.16.1.1 - 172.16.1.254 

 

 



 

 

Accessing a share 
 
 

• Click on the share name you wish to access in the web UI 
 

• Note the share path – this is the path to the share that you will enter in the instance 
 
 
 

• For Windows, click the search bar and type cmd, then open the command prompt. Type: 
net use x: <share path>   where <share path> is the path noted previously. The share will 
appear as a mapped network drive, x: 

 
 
 
 

• For Linux, open a terminal and type: mkdir -p /mnt/<dirname>   where <dirname> is any 
name for a mount directory you’d like. 

• Then type: mount -t cifs //<share path>   where <share path> is the path noted previously. 
Make sure to change the backslashes to forward slashes for linux. 

 
 
 
 
 
 


